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We find that extreme temperature and precipitation events are
likely to respond substantially to anthropogenically enhanced
greenhouse forcing and that fine-scale climate system modifiers
are likely to play a critical role in the net response. At present, such
events impact a wide variety of natural and human systems, and
future changes in their frequency and�or magnitude could have
dramatic ecological, economic, and sociological consequences. Our
results indicate that fine-scale snow albedo effects influence the
response of both hot and cold events and that peak increases in
extreme hot events are amplified by surface moisture feedbacks.
Likewise, we find that extreme precipitation is enhanced on the lee
side of rain shadows and over coastal areas dominated by convec-
tive precipitation. We project substantial, spatially heterogeneous
increases in both hot and wet events over the contiguous United
States by the end of the next century, suggesting that consider-
ation of fine-scale processes is critical for accurate assessment of
local- and regional-scale vulnerability to climate change.
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G lobal concentrations of non-water-vapor greenhouse gases
have increased exponentially since the industrial revolution

(1). Experiments using coupled atmosphere–ocean general circu-
lation models (GCMs) consistently reveal that continued increases
in anthropogenic emissions of greenhouse gases will result in
warming of Earth’s surface (1, 2). Although the exact changes that
this warming might cause in the coupled climate system are not
completely understood, numerical experiments suggest that such
warming will result in climate changes over a range of spatial and
temporal scales (1).

Of particular interest is the potential response of extreme tem-
perature and precipitation events (e.g., refs. 3–7). Such events exert
critical controls on both human and natural systems, causing
catastrophic losses of property (8) and human life (9), regulating the
spread of invasive species (10) and exotic diseases (11, 12), and
acting as a direct agent of species extinction (13). Future changes in
extreme climate regimes could thereby have dramatic ecological,
economic and sociological impacts.

Here, we focus on potential future changes in extreme temper-
ature and precipitation events over the contiguous United States.
Extreme events have had tremendous impact on the United States
in recent years, including insured property losses in excess of $5
billion per year during the 1990s (14). Three events, the midwest
drought in 1988–1989, Hurricane Andrew in 1992, and the midwest
flood in 1993, accounted for $88 billion in total losses (14), and
heat-waves in the summer of 1995 claimed 1,100 lives (14), including
525 in Chicago during a single 3-week period (15). In addition to
these recent catastrophes, the late 20th century has exhibited
positive trends in frequency of hot events (16) and heavy precipi-
tation events (17, 18), and negative trends in frequency of cold
events (16, 19). However, it is not clear whether these late-20th-
century changes were anthropogenic or were the result of nonan-
thropogenic climate variability, in part because preceding 20th-
century periods showed opposite trends in extreme temperature
and precipitation (16, 17) and in part because the late 19th century
exhibited similar positive trends in heavy precipitation (17).

Although anthropogenic enhancement of the global greenhouse
effect is likely to alter the large-scale environment in which extreme
events occur (20), it is not currently clear in what ways fine-scale
feedbacks, such as through soil moisture and snow albedo, will
modulate the regional and local responses to those large-scale
changes. Therefore, to capture these fine-scale processes, we have
used a regional climate model (RCM) to simulate the climate of the
contiguous United States at very fine horizontal resolution. To the
best of our knowledge, this multidecadal experiment at least
doubles both the resolution and integration length of previous
high-resolution simulations of future climate over the full contig-
uous United States (21–23). In applying state-of-the-science grid
resolution, domain extent, and integration length, we hope to gain
a more complete understanding of the sensitivity of extreme climate
events to increases in anthropogenic emissions of greenhouse gases.

Models and Methods
Model Description. We have applied the Abdus Salam Institute for
Theoretical Physics Regional Climate Model, Version 3 (RegCM3)
(24–26). The RegCM3 grid was centered at 39.00°N and 100.00°W
and consisted of 145 points in the latitude direction and 220 points
in the longitude direction. Grid points were separated at 25-km
horizontal resolution with 18 levels in the vertical. The Lambert
Conformal projection placed the grid corners at 49.20°N, 140.06°W
(northwest); 49.09°N, 59.63°W (northeast); 19.53°N, 124.69°W
(southwest); and 19.48°N, 75.13°W (southeast). Atmospheric
boundary conditions for the RegCM3 integrations were provided
by the National Aeronautics and Space Administration (NASA)
Finite Volume General Circulation Model (FV-GCM) (27), which
was run at 1° latitude � 1.25° longitude horizontal resolution with
18 levels in the vertical. Projected future sea surface temperatures
(SSTs) were calculated by using the Hadley Centre HadCM3
coupled atmosphere–ocean GCM (28).

Experimental Design. We have performed two model integrations.
The reference integration (RF) covered the period 1961 through
1985. Annual time-varying concentrations of atmospheric carbon
dioxide (CO2) for RF and the corresponding FV-GCM integration
were taken from Schlesinger and Malyshev (29). Monthly time-
varying SSTs were supplied by the Hadley Centre observed SST
data set (30). The future integration (A2) covered the period
2071–2095. Annual time-varying atmospheric CO2 values for A2
and the corresponding FV-GCM integration were taken from years
2071–2095 of the Special Report on Emissions Scenarios A2
scenario (31). Monthly time-varying SSTs were created by using
SST fields calculated by HadCM3, with differences in values
between the HadCM3 A2 and reference simulations added to the
HadSST observational data set, as described in Giorgi et al. (32).

RegCM3 was allowed to equilibrate by running the initial year
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of each RegCM3 integration (1961 and 2071, respectively) twice,
with the results of the first iterations used as initial conditions for
the respective 25-year integrations analyzed here.

Analysis of Extreme Events. We analyzed daily maximum tempera-
ture, daily minimum temperature, and daily total precipitation from
the RF and A2 integrations. The T95 (T05) index value was calcu-
lated following Bell et al. (5) as the mean of the 95th percentile daily
temperature maxima (5th percentile daily temperature minima) at
each grid point in each of the 25 years of the RF integration. Mean
heat-wave length was calculated following Diffenbaugh (33) as the
number of consecutive days at each grid point in which the daily
maximum temperature met or exceeded the corresponding grid-
point T95 index value. The mean annual 95th percentile extreme
cold event was calculated as the mean of the 5th percentile daily
temperature minima in each of the 25 years of the respective RCM
integrations.

Following Salinger and Griffiths (34), rain-days were defined as
days in which the total daily precipitation was �1.0 mm. The P95
index value was defined following Bell et al. (5) at each grid point
as the mean of the 95th percentile total precipitation values for the
rain-days in each of the 25 years of the RF integration. Extreme
precipitation contribution was calculated at each grid point as the
fraction of total annual precipitation that fell during days in which
total precipitation was greater than or equal to the corresponding
grid-point P95 index value. Dry days were defined as days in which
total precipitation was less than or equal to the 1.0-mm threshold
set by Salinger and Griffiths (34).

Differences in values between the RF and A2 integrations were
tested for statistical significance by using Student’s t test. In these
analyses, a buffer of eight grid points was discarded from each side
of the RegCM3 domain to account for discontinuities in the
FV-GCM�RegCM3 coupling.

Results
Extreme Temperature Events. Anomalies (A2 � RF) in extreme hot
and cold events were statistically significant throughout the domain
(Fig. 1). Anomalies in T95 event frequency were positive, with peak
changes of up to 100 days�year (560%) occurring over the south-
western United States and northern Mexico (Fig. 1a). Regional
maxima occurred over the high-elevation areas of California (up to

400%), central Utah (up to 400%), central Idaho (up to 300%), the
coast of mainland British Columbia (up to 200%), and the Appa-
lachian Mountains (up to 280%). It is notable that even the
minimum anomalies, which occurred along the coast of the Pacific
Northwest and over southern Canada, represented a doubling of
extreme hot-event frequency.

Anomalies in mean heat-wave length were also positive (Fig. 1b).
Peak values of up to 15 days per event (up to 550%) stretched from
northern Mexico into the northern Great Basin (Fig. 1b), with
substantial spatial variability linked to the rugged terrain of the
Great Basin. The northeast Atlantic coast, which showed strong
positive anomalies in hot event frequency (Fig. 1a), showed little
response in mean heat-wave length, whereas eastern Texas, which
showed a minimum in the response of extreme hot-event frequency,
showed a strong response in mean heat-wave length.

Anomalies in T05 event frequency were negative throughout the
domain, with peak anomalies of up to �17.5 days�year (up to
�90%) occurring over low-elevation areas (Fig. 1c). The largest
negative anomalies represented the near disappearance of T05
events in the A2 scenario. This change in the extreme cold regime
was reflected in the substantial changes in temperature of the
95th-percentile cold event, which was up to 10°C warmer in the A2
integration than in the RF integration (Fig. 1d).

A suite of climate system feedbacks modulated the response of
extreme temperature events to the direct radiative effects of
increased atmospheric greenhouse gas concentrations. For in-
stance, the pattern of hot-event anomalies (Fig. 1 a and b) appears
to have been caused in part by summer surface-moisture feedbacks
in the A2 integration. June–July–August (JJA) evapotranspiration
anomalies (A2 � RF) were negative over the southwestern United
States and northern Mexico (Fig. 2a), amplifying direct radiative
heating by decreasing latent cooling over these areas. Conversely,
JJA evapotranspiration anomalies were positive over the central
United States, the eastern seaboard, and southern Canada, muting
direct radiative heating by increasing latent cooling. The anomalies
in JJA evapotranspiration were closely associated with anomalies in
JJA precipitation (Fig. 2b) and JJA soil moisture (Fig. 2c).

These fine-scale surface-moisture effects likely interacted with
larger-scale climate processes. For instance, geopotential heights
and anticyclonic flow were both enhanced at 500 hPa over the
southwest United States and northern Mexico in the A2 integration

Fig. 1. Anomalies (A2 � RF) in T95 event frequency (days�year) (a), T95 mean
heat-wave length (days�event) (b), T05 event frequency (days�year) (c), and
95th-percentile cold-event value (°C) (d). Only values for land and lake grid
points that are statistically significant at the 95% confidence level are shown.

Fig. 2. Summer (JJA) anomalies (A2 � RF) in evapotranspiration (mm�day)
(a), total precipitation (b), root zone soil moisture (mm) (c), and 500-hPa
heights (Pa) and winds (m�s) (d).
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(relative to the RF integration) (Fig. 2d). Although such changes
aloft could have initiated the precipitation–soil moisture–
evapotranspiration enhancement of extreme hot events by increas-
ing surface temperatures and reducing clouds and precipitation, it
is also possible that the larger-scale changes resulted from the
changes in surface moisture balance (35). Although further study is
required to ascertain the full nature of these multiscale climate
system interactions, this experiment indicates that such interactions
could exert critical controls on the response of extreme temperature
events to anthropogenically elevated greenhouse-gas concentra-
tions, particularly in arid regions.

The extreme temperature response also was regulated by land
surface heterogeneity, including complexity of land cover and
topography. For instance, the spatial variability of the summer
soil-moisture anomalies in the western United States (Fig. 2c) was
largely associated with the spatial variability of the land-cover
boundary condition, which in the western United States closely
follows the spatial variability of the topography. Additionally, the
large positive anomalies in extreme hot events over the high
elevations of California and southwestern Canada were associated
with reductions in late spring and early summer snow cover in the
A2 integration (data not shown), indicating a positive snow albedo
feedback linked to changes in the elevation of the freeze�melt
transition. Similarly, in northern California (north of 40°N) and
south-central Oregon (west of 120°W), reductions in extreme cold
events were likely amplified by snow albedo feedbacks, with the
largest anomalies in extreme cold events occurring in areas where
substantial cold season snow cover was present in the RF integra-
tion but absent in the A2 integration. Conversely, the response of
cold extremes was muted in areas where snow cover persisted in the
A2 integration, with apparent snow mitigation of cold season
warming in central Idaho, western Wyoming, and southwestern
Canada. Because both the land cover and topography of the western
United States vary at even smaller spatial scales than are repre-
sented here, further influence of these fine-scale climate feedbacks
could be seen with greater increases in RCM spatial resolution.

Extreme Precipitation Events. Statistical significance of anomalies
(A2 � RF) in extreme precipitation varied across the domain (Fig.
3). Statistically significant anomalies in mean annual precipitation
were almost entirely positive, with peak differences of up to 1.75

mm�day (up to 40%) over the mid-Atlantic coast (Fig. 3a). The
patterns of statistically significant anomalies in extreme precipita-
tion event frequency and contribution were very similar to those of
mean annual precipitation (Fig. 3 b and c), including peak anom-
alies in extreme precipitation event frequency of up to 10 days�year
(up to 140%) over the Pacific Northwest (Fig. 3b). The pattern of
precipitation anomalies suggests a weakening of the orographic rain
shadows in the Mountain West, due in large part to the changes in
the extreme precipitation regime. For instance, positive anomalies
in mean annual precipitation on the lee side of high elevations in
southwestern Canada (near 120°W), eastern Washington, eastern
Oregon, Nevada, and eastern Idaho were associated with large
changes in extreme-event frequency and contribution (Fig. 3 b and
c). Alternatively, over the Rocky Mountain rain shadows in south-
western Canada (just west of 110°W), central Montana, and central
Wyoming, positive anomalies in mean annual precipitation were
associated with negative changes in the frequency of dry days (up
to �26 days�year, or �12%) (Fig. 3d). In either case, rain shadow
weakening could have resulted from greenhouse-related increases
in the moisture content of air being carried across mountain ranges
[an extension of the conceptual model of Trenberth (36)] or from
increases in upslope flow on the lee side of those ranges.

Many coastal areas also exhibited substantial increases in ex-
treme event contribution, with peak positive anomalies of up to 0.28
(up to 110%) occurring over the west coast of northern Mexico
(Fig. 3c). Over the Pacific Northwest and Gulf Coast regions,
increases in extreme-event contribution were accompanied by
increases in the frequency of dry days (Fig. 3d). Particularly in the
case of the Gulf Coast, which exhibited substantial increases in
mean annual precipitation and extreme precipitation frequency,
the increases in dry-day frequency highlight the possibility that
anthropogenic increases in greenhouse-gas concentrations could
result in simultaneous enhancement of both wet and dry conditions.

The changes in extreme precipitation over the Pacific Northwest
(Fig. 3) were related to changes in large-scale atmospheric flow
during late autumn and winter (Fig. 4a). For this region, Novem-
ber–December–January is the period of climatological maximum
precipitation (37), as well as the period of maximum positive
anomalies (A2 � RF) in extreme-event frequency in this experiment

Fig. 3. Anomalies (A2 � RF) in mean annual precipitation (mm�day) (a), P95

event frequency (days�year) (b), extreme-precipitation fraction (fraction) (c),
and dry-day frequency (days�year) (d). Only values for land and lake grid
points that are statistically significant at the 95% confidence level are shown.

Fig. 4. Anomalies (A2 � RF) in November–December–January 500-hPa heights
(m) and winds (m�s) (a), November–December–January 700 hPa mixing ratio
(kg�kg) and winds (m�s) (b), March–April–May 850-hPa relative humidity (%) and
winds (m�s) (c), and March–April–May 850-hPa mixing ratio (kg�kg) and winds
(m�s) (d).

15776 � www.pnas.org�cgi�doi�10.1073�pnas.0506042102 Diffenbaugh et al.



(data not shown). During November–December–January, the A2
integration exhibited enhanced cyclonic flow and corresponding
weak 500-hPa height increases off the west coast of the United
States (Fig. 4a). This anomaly is consistent with that shown by
Leung and Ghan (38) for December–January–February and, when
coupled with positive anomalies in tropospheric moisture (Fig. 4b),
suggests enhanced forcing of synoptic-scale ascent and hence clouds
and precipitation. These mean wet-season changes in the A2
integration indicate an atmospheric environment more likely to
produce extreme daily precipitation.

Changes in precipitation extremes in the southeastern United
States appeared to have been related less to large-scale dynamics,
which exhibited only slight changes over that region (data not
shown). Rather, extreme-event anomalies were associated with
positive anomalies in lower-tropospheric moisture along the Gulf
Coast in March–April–May (Fig. 4 c and d). Such increases in
moisture content can contribute to increases in convective available
potential energy and therefore to enhanced convective precipita-
tion. Increases in atmospheric moisture associated with warmer
Gulf of Mexico SSTs also likely increased coastal moisture con-
vergence. Similar coastal SST effects likely contributed to the
strong positive anomalies in extreme event contribution along the
east coast of the Gulf of California, where peak positive anomalies
in spring 850-hPa moisture content (Fig. 4c) and enhanced cyclonic
flow at 850 hPa (Fig. 4c) and 500 hPa (data not shown) indicate
increased transport of moisture against the topographic barrier of
the Sierra Madre.

Discussion
Key results of this study are summarized in Table 1. The changes in
extreme temperature and precipitation events that we have pro-
jected in conjunction with future increases in atmospheric concen-
trations of greenhouse gases agree with the direction of change
observed in the late-20th-century instrumental record. For exam-
ple, our findings of positive changes (A2 � RF) in extreme hot
events and negative changes in extreme cold events (Fig. 1) are
consistent with positive trends in extreme maximum temperatures
and negative trends in extreme cold temperatures over the contig-

uous United States (16). Additionally, our finding of positive
anomalies in extreme precipitation-event frequency and contribu-
tion is consistent with positive late-20th-century national trends (17,
39, 40). Further, the spatial pattern of 21st-century anomalies
reported here is consistent with the spatial pattern in those late-
20th-century trends (16–18). Although agreements between ob-
served and projected changes in extreme climate regime do not
directly attribute the late-20th-century trends to anthropogenic
emissions of greenhouse gases, they do suggest that such trends
could continue through the 21st century if greenhouse gas concen-
trations continue to rise at their current rates.

The changes in frequency and magnitude of extreme tempera-
ture and precipitation events projected here could have dramatic
impacts on human and natural systems. For instance, agricultural
production (41–44), water storage (45–48), seasonal energy de-
mands, catastrophic flood loss (8), and human mortality (9) could
all be substantially affected. Further, natural ecosystems could be
severely impacted through changes in plant community composi-
tion and biogeography (49, 50) and increases in risks of extinction
(13), invasion (10), and exotic disease (12).

Although we have devoted substantial computational resources
to maximizing the RCM grid resolution, domain size, and integra-
tion length, there are potentially important climate processes that
we have not considered. For instance, still-longer RCM integrations
will allow for investigation of the dynamics controlling extreme
events of longer return period, including rare precipitation events
(18). Additionally, we have not included equilibrium climate-
vegetation feedbacks or projections of future human land use
change, both of which could modulate the response of extreme
temperature and precipitation events to anthropogenic changes in
greenhouse forcing (33, 51). Nor have we considered regional-scale
atmosphere–ocean feedbacks, which could influence both region-
al- and large-scale climate processes (52). Further, we have ne-
glected transient changes in aerosol concentrations, which could
contribute substantially to changes in cloud microphysics and net
radiative forcing (1).

Conclusions
We have tested the response of extreme temperature and precip-
itation events over the contiguous United States to the Special

Table 1. Summary of selected extreme event responses

Response by region

Late 20th
century trend?

(ref.) Primary mechanism(s) Secondary mechanism(s)

Northwest
Increased frequency of extreme hot events Yes (16) Radiative forcing Snow albedo feedbacks
Decreased frequency of extreme cold events;

less severe cold events
Equivocal (16) Radiative forcing Snow albedo feedbacks

Increased frequency and contribution of
extreme precipitation events; weaker rain
shadows

Yes (17, 18, 37) Enhanced cyclonic flow aloft Enhanced atmospheric moisture content

Northeast
Increased frequency of extreme hot events Yes (16) Radiative forcing —
Decreased frequency of extreme cold events;

less severe cold events
Yes (16) Radiative forcing —

Southwest
Increased frequency of extreme hot events;

longer heat-waves
Yes (16) Radiative forcing Surface moisture feedbacks; enhanced

anticyclonic flow aloft
Increased contribution of extreme

precipitation events
Yes (37) Enhanced low- and upper-level

cyclonic flow
Enhanced atmospheric moisture content

Southeast
Increased frequency of extreme hot events Yes (16) Radiative forcing —
Decreased frequency of extreme cold events;

less severe cold events
Yes (16) Radiative forcing —

Increased frequency and contribution of
extreme precipitation events

Yes (17, 37) Enhanced convective available
potential energy

Enhanced coastal moisture convergence
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Report on Emissions Scenarios A2 emissions scenario using an
RCM configuration that doubles the resolution and integration
length of previous high-resolution climate-change experiments. In
response to increases in atmospheric concentrations of greenhouse
gases, the frequency and magnitude of extreme events changes
dramatically, with increases in extreme hot events, decreases in
extreme cold events, and increases in extreme precipitation events.

Our results indicate that, should atmospheric greenhouse gas
concentrations continue to increase over the next century, changes
in the frequency and magnitude of extreme events are likely to be
dictated not only by changes in large-scale climate dynamics but also
by a suite of climate-system modifiers operating at very fine scales.
For instance, we found that, in topographically complex terrain,
spatially heterogeneous changes in snow cover exerted albedo
feedbacks on both extreme hot and extreme cold events. Similarly,
the persistence of snow cover likely mitigated changes in the
frequency and magnitude of extreme cold events, creating areas of
high spatial variability in cold-season sensitivity to anthropogenic
emissions of greenhouse gases. Further, extreme hot events were
both amplified and muted by surface-moisture effects that ap-
peared to have resulted from complex, two-way interactions be-
tween large-scale atmospheric circulation and fine-scale spatial
variability in topography, natural land cover, and human land use.
Fine-scale processes also played a critical role in the response of
extreme precipitation events, with changes in large-scale circulation
intensifying wet-season storms but increasing extreme-event fre-

quency only on the lee side of Pacific coast rain shadows. Further,
coastal processes related to tropospheric moisture content likely
played a critical role in the areas of the southeastern United States
and northern Mexico that exhibited a large response of extreme-
precipitation contribution.

Our results illustrate that important climate-system modifiers
operate at very fine scales and that each can substantially influence
local changes in extreme temperature and precipitation events.
These fine-scale processes also can interact with large-scale dynam-
ics to dramatically amplify or mute the primary effects of anthro-
pogenically enhanced greenhouse forcing. Because of their poten-
tial inf luence on local and extra-local climate dynamics,
consideration of these fine-scale processes is critical for accurate
assessment of the possible impacts of global warming on natural and
human systems.
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